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Abstract
Background: Large language models of artificial intelligence (AI) are used in many areas of medicine. This study investigated 
whether AI would be helpful to the forensic psychiatrist practitioner in understanding case law. Method: The American Academy 
of Psychiatry and the Law (AAPL) runs a review course for Forensic Psychiatry Boards. AAPL develops multiple choice practice 
questions for participants. Six of these questions were presented to two commonly used AI programs: ChatGPT and Perplexity. 
In addition the quality of AI references was compared against a similar search using PubMed. Results: ChatGPT correctly 
answered two of the six questions while Perplexity correctly answered four of the six questions. ChatGPT and Perplexity did not 
give the same answer on four of the six questions. In the two cases where both agreed the answer was correct. Both AI systems 
explained their reasoning. PubMed supplied four times more peer reviewed and up to date references than either AI system. 
Conclusions: Although both AI programs answered the correct questions at above chance level neither was at a level that 
could be relied upon without further investigation. Agreement between the two systems improved their accuracy. Regardless of 
agreement AI results need to be checked against other sources.

Keywords: Artificial intelligence; ChatGPT; Forensic science; 
law; Psychiatry; Perplexity.

Introduction
The goal of this article is to try to understand the usefulness of AI 
for the forensic psychiatrist in the area of case law. This will be 
done first by examining accuracy of two AI systems on multiple 
choice forensic case law questions and then by assessing the 
value of AI cited peer review articles against a PubMed search. 
The hypothesis was that AI search engines would be a useful tool 
for forensic psychiatrists and provide correct answers and useful 
references. AI refers to computer systems capable of performing 
tasks that typically require human intelligence, such as learning 
from experience, problem-solving, and decision-making. Large 
language models (LLMs), like OpenAI’s Generative Pre-Trained 
Transformer (GPT) series, are a subset of AI designed to understand 
and generate natural language. These models are pre-trained on 

vast amounts of text data, enabling them to perform tasks such 
as text completion, summarization, and question-answering with 
high fluency and coherence. 

AI has entered the medical field. Specialties such as radiology, 
pathology, dermatology, and cardiology are already using AI for 
image analysis [1-3] and studies have been done to determine 
whether it could improve diagnostic reasoning in internal medicine, 
emergency room and family practice physicians [4].

Large data set analysis has been used in forensic psychiatry. 
There are models to estimate suicide risk [5], prediction of sexual 
offenders reoffending [6], prediction of violent reoffending after 
release from prison [7] and prediction of repeat domestic violence 
[8]. However, there are significant potential limitations of AI. In 
a review of AI to generate clinical summaries many errors were 
noted. These errors included variability where different answers 
were given to the same question; “sycophancy” where AI tailors 
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answers to the perceived user expectation in the prompt; and 
“complete the narrative” errors where additional information 
was added [9]. Given the increasing use of AI with potential 
relevance forensic psychiatry the current study was designed to 
give information about its use in the area of forensic case analysis.

Methods
Test questions given to AI consisted of the first six questions board 
practice questions from the 2016 American Academy of Psychiatry 
and the Law (AAPL) forensic psychiatry board review course. 
AAPL was contacted for permission to use of these questions in 
this study. Board questions are designed to test a board applicant’s 
knowledge of forensic psychiatry. These questions were designed 
by a committee of senior forensic psychiatrists to mimic board 
review questions. Although not all board review practice questions 
are on forensic case law, a majority are. These six questions were 
all about case law. The questions were asked two highly used AI 
programs, Chat GPT and Perplexity. Their answers were compared 
to the board review correct answers on the answer sheet which in 
this case was considered the correct answer. The overall accuracy 
of the AI models was compared to chance answering.

As a second test of the usefulness of AI I checked the references 
cited in the AI programs against references found by a similar 
query in PubMed. 

Results
For the board review questions Perplexity gave the first answer 
correctly. For that first question it indicated that it lacked 
information on several of the cases in the multiple-choice set, 
although it gave a brief description of each case. This phenomena 
of the program noting it had incomplete data occurred a few 
times in these tests. It could mean that the case was mentioned 
somewhere in its data set but the AI program did not have the 
full case in its data set or that the program did not have access to 
the information at all. The second question was missed because 
the relevant case was not in its data set. It did report that the data 
was missing from its data set. Perplexity answered the next three 
questions correctly. On the final question it indicated that none of 
the answers was correct, an incorrect answer. Perplexity gave an 
explanation of its reasoning for all its answers in what seemed a 
logical way. Perplexity’s correct answer rate of 66% was higher 
than the 25% rate by chance. 

The same questions were posed to ChatGPT. The program gave 
correct answers to two of the six questions. It gave an explanation 
of the reasoning in all of its answers to all six questions. ChatGBT 
explained its reasoning in what seemed a logical way, however, 
four of the answers were wrong.  Overall ChatGPT’s correct score 
of 33% of the answers correct was above the chance rate of 25%. 
The program indicated on some, but not all of its wrong answers 
that it lacked complete data on the question (Table 1). 

Question asked Possible answers Correct 
answer Perplexity Chat 

GBT

1. The following cases all involve a not 
identifiable victim EXCEPT:

A. Petersen v. State of 
    Washington
B. Naidu v. Laird
C. Lipari v. Sears
D. Tarasoff v. Regents

D D, but indicated a lack of 
information on several cases. C

2. The following cases all involve 
confidentiality issues EXCEPT:

A. Doe v. Roe
B. Jaffee v. Redmond
C. Tarasoff v. Regents
D Naidu v. Laird
E. Petersen v. State of               
Washington

D Cannot answer without further 
information. E

3. The following cases all involve duty to 
protect EXCEPT:

A. Lipari v. Sears
B. Rock v. Arkansas
C. Jablonski v. U.S.
D. Naidu v. Laird
E. Tarasoff v. Regents

B B B

4. The following cases all involve informed 
consent EXCEPT:

A. Clites v. Iowa
B. Whalen v. Roe
C. Canterbury v. Spence
D. Kaimowitz v. Michigan 
     DMH

B B B
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5. The following cases all involve malpractice 
EXCEPT:

A. Clites v. Iowa
B. Canterbury v. Spence
C. In re Lifschutz
D. Naidu v. Laird
E. Roy v. Hartogs

C C E

6. The following cases all involve convicted 
prisoners’ rights EXCEPT:

A. Barefoot v. Estelle
B. Estelle v. Gamble
C. Vitek v. Jones
D. Baxstrom v. Herold
E. Farmer v. Brennan

A Indicated that none of the 
answers were correct. D

Table 1: Forensic Board Review Questions from an American Academy of Psychiatry and the Law 2016 board review course asked 
ChatGPT and Perplexity compared to correct answers.

Looking at both programs together they agreed correctly on two of 
the six questions and disagreed on four of the six questions. The 
two questions that the AI programs agreed were both indicated to 
be correct answers by the correct answer.

To test another aspect of AI, the references provided by Perplexity 
and CHATGPT were compared to those found in PubMed. PubMed 
provided more scientifically sound and up to date references. 
Both AI programs produced mostly references for the general 
population such as newsletters. PubMed cited refereed scientific 
journals. Overall PubMed Cited four times as many refereed 
published articles as did the AI programs.

Discussion
Looking at our results for correctness of the answers to forensic 
case questions each AI model had significant limitations. The 
answers for Chat GPT were only slightly above the chance of 25% 
at 33% correct. The Perplexity answers were a bit higher at 66% 
which is better but not high enough to be relied upon.

When we examine the answers both AI programs got correct it 
becomes more interesting. The AI programs are do not have 
identical software, have not been programed with the same data 
set, and therefore do not respond to questions in an identical 
fashion. If they are responding above chance level, although not 
with complete accuracy, two programs coming to the same answer 
would indicate a higher probability of correctness than just one as 
the probability of error would be lower. This would indicate the 
possibility that when two or more AI programs agreed the chances 
of a correct answer would be greatly improved. An agreement by 
three AI programs would indicate a higher level of probability 
above chance or about 2% in the case of a four choice question 
(.25 x.25 x.25).

Important to assessing the value of AI answers is the question 
of whether the AI systems had a sufficient data base. If the data 
fed into the program is incomplete or without context, the output 

will be as well [10]. Other researchers have speculated that with 
incomplete date the results could be biased [11, 12].  AI programs 
can only cite information in their data base and expanding that 
base is expensive. Scientific findings are published after the AI 
cutoff date of data collection and are often highly relevant. In 
addition, if articles cited by our AI searches are any indication, 
scientific articles were less frequent in the AI training data. In 
addition, Generative AI models can amplify existing biases and 
create synthetic data that may not accurately reflect real-world 
conditions. AI capabilities must be thoroughly evaluated before 
widespread adoption in any given area [13]. 

In our findings comparing the references provided in AI searches 
to a similar search in PubMed the references produced by AI were 
largely newsletters or non-peer reviewed publications. They also 
were less recent than PubMed. This is likely due to the cutoff 
date of their most recent data entry being less recent than articles 
available on PubMed. AI is a powerful tool but can only work with 
the data entered into its system. The massive data entry to create 
or update an AI data set is expensive. Therefor not all relevant data 
for a given specialty such as forensic psychiatry may be present 
in a given data set. Experts should recognize this issue and use AI 
whose data set is more in line with their professional needs and 
need to be aware of the limitations of the programs data sets that 
they do use. The forensic psychiatrist using the system will need to 
address the question of whether the program itself had a sufficient 
data base for the questions being asked.

In addition to the data base issue is the problem that, at times, 
AI just makes up a reference or data, commonly referred to as 
an “hallucination” [14]. The hallucinations that are sometimes 
produced by AI searches represent a significant hurdle. It is unlikely 
that the user will easily recognize a hallucination. For example, 
one study indicated that the general public can only identify an AI 
generated fake picture 61% of the time [15]. However, there are 
some appropriate precautions that can be taken. The user should 
ask is whether the program was designed for the specific question 
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in mind. For example, a general AI program may not have specific 
data related to medical or forensic questions. A second issue is the 
care with which the question was designed. The better designed and 
thought through the question, the better the answers AI will give. 
A possible safeguard might to be to use two or more different AI 
programs for the same question as AI programs are not identically 
programed and do not hallucinate in synchrony with each other. 

Related to the above issue is that when the AI program had 
insufficient access to the full data but some access to information 
it could give an incorrect answer with a reasonable rationale. This 
could mislead an AI user that the incorrect answer was actually 
correct. There is no a way to determine whether an answer given 
by AI is correct just by reading or looking at it. Other references 
need to be consulted. Other important issues related to AI are that 
if precautions are not taken, sensitive patient information can 
wind up on the web [16] and uncritical use of AI can increase 
malpractice risk [17].

This begins to give us an overall idea of AI’s usefulness in forensic 
psychiatry. When the AI program had full information in its data 
set it could give the correct answer. AI programs also give their 
reasoning. There are significant limitations. One was failure to 
give the correct answer. Another is that AI gave some answers 
that looked correct, including the reasoning, but were not correct. 
A third is that different AIs may not answer the same question 
the same way. Fourth, the AI data base may not be up to date or 
contain key relevant data. There are limitations to this analysis. As 
AI programs are constantly updated their results may change over 
time. This represents a challenge to replication. The analysis was 
valid at the time it was done.

Conclusions
The integration of AI into forensic psychiatry offers potential 
benefits but currently has significant limitations. These include: 
wrong answers; reasoning that appears correct but is not; lack of 
an adequate data base for forensic psychiatry and/or a data base 
that is not up to date; and confidentiality issues. Although solutions 
to some of these issues may be developed in the future AI is not 
currently a standalone technique for working with forensic case 
law.
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