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Abstract
Introduction: Accurate placement of patient-specific implants is essential in orthopaedic oncology, particularly in complex 
pelvic resections. Augmented reality (AR)-assisted navigation has shown promise in experimental settings, yet its validation 
in anatomically realistic environments remains limited. This study assesses, for the first time, the precision of a novel AR-
based surgical guidance system in human cadaveric specimens for the placement of custom acetabular implants. Materials and 
Methods: Ten cadaveric hemipelves were used. Preoperative planning was performed using CT imaging and 3D segmentation to 
design patient-specific implants. A Microsoft HoloLens 2 headset was employed alongside a custom-developed AR application, 
enabling holographic visualisation of the planned implant over the surgical field. Intraoperative guidance was provided via AR 
markers and a real-time colour-coded feedback system. Postoperative CT scans were acquired and compared to preoperative plans 
through 3D registration to quantify positioning accuracy. Results: The mean translational error was 3.79 mm (SD ±2.09 mm) 
and the mean angular error was 3.73° (SD ±2.59°), both within clinically acceptable thresholds. Compared to previous phantom-
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based experiments, these errors were significantly greater (p < 0.05), highlighting the influence of anatomical complexity in 
cadaveric models. The mean implant placement time was 121.5 seconds (95% CI: 59.8–183.2 s). The global surface distance 
model showed consistent implant-to-bone adaptation, with maximum deviations localised to non-critical areas. Conclusions: This 
AR-based navigation system proved accurate and feasible for the placement of patient-specific implants in cadaveric specimens. 
The integrated real-time visual feedback facilitated intraoperative alignment without requiring physical guides or screen-based 
navigation. These findings support the clinical potential of this technology and warrant further studies in live surgical settings.

Keywords: Augmented Reality; Surgical Navigation; Patient-
Specific Implant; Cadaveric Study; Real-Time Guidance; 
Orthopaedic Oncology

Introduction
Accurate placement of patient-specific implants is a critical objective 
for ensuring long-term success in orthopaedic surgery, particularly 
in complex scenarios such as pelvic tumour resections. Proper 
implant positioning directly impacts the stability, functionality, 
and longevity of the prosthesis. Traditionally, conventional 
methods such as manual placement or static navigation have 
shown limitations in both accuracy and intraoperative adaptability.

In this context, augmented reality (AR) has emerged as a disruptive 
technology by enabling real-time visualisation of anatomical 
models superimposed onto the surgical field. This innovation 
enhances surgical precision by improving implant alignment and 
optimising its positioning relative to surrounding bone structures 
[1,2]. AR refers to a technology that overlays computer-generated 
virtual content—such as high-definition holograms onto the 
existing physical environment [3], enhancing the user’s perception 
of reality [4,5]. The use of surgical navigation systems based on 
optical tracking systems (OTS) and 3D patient-specific instruments 
(PSIs) [6,7] has been shown to substantially reduce errors in PSI 
placement compared to manual positioning [7-9]. 

However, while AR-assisted guidance for PSIs, particularly 
in cutting guides, has been extensively studied, its potential for 
prosthesis implantation remains an emerging field of research [8]. 
Previous studies in the field of maxillofacial surgery have explored 
the use of guidance systems for dental implant positioning, 
reporting positive outcomes [10-12]. To date, the use of AR for 
guiding implant placement remains an emerging field, particularly 
in cadaveric settings, where published evidence is extremely 
limited.

Approximately 15% to 20% of all primary bone tumors are located 
in the pelvis, with the incidence of hemipelvectomy estimated at 1 
per 1 million cases annually [13]. The complex anatomy of the hip 
and pelvis poses significant challenges for reconstruction, even for 
experienced surgeons [14,15]. Type II pelvic resections, as classified 
by Enneking and Dunham [16], involve the periacetabular region, 
further increasing the complexity of prosthesis implantation.

In periacetabular reconstructions, achieving precision in the 
intraoperative placement and orientation of custom-made 
prostheses remains a significant challenge due to its critical impact 
on the stability and functional outcomes of the reconstruction 
[6]. In 1978, Lewinnek et al. reported in their series of 300 hip 
prostheses that the dislocation rate was 1.5% for cup orientation 
within a “safe zone” of 15°±10° of anteversion and 40°±10° of 
inclination, whereas dislocation rates increased to 6.1% outside 
this range [17].

Subsequent studies have continued to analyse this “safe zone,” 
consistently confirming an inclination of approximately 40°±10°, 
though anteversion values show greater variation among authors, 
ranging from 15° (Lewinnek et al.) to 30° (McCollum et al.18), 
and 40º 19, with a tolerance of ±10°. While acetabular orientation 
is not the sole factor influencing hip instability [19], ensuring 
proper implantation within this “safe zone” remains critically 
important. Another critical factor to consider is the centre of 
rotation of the femoral head, which can be accurately replicated 
through proper 3D planning and implant guidance. According to 
widely accepted standards for osteotomies, we define optimal PSI 
placement accuracy as an angular deviation of less than 3° and a 
mean distance error below 2 mm [20-23].

While previous experimental phases of our study validated the 
feasibility and accuracy of an augmented reality (AR)-based 
guidance system in bio models (phantoms), In a previous study, 
we developed and validated an augmented reality (AR)-based 
surgical navigation system that enables real-time visualisation of 
the planned implant position using the HoloLens 2 headset [24]. 

This system was initially validated using 3D-printed biomimetic 
hemipelvis models, achieving a mean angular error of 1.70° and 
a mean translational error of 1.75 mm. AR marker-associated 
errors included a mean translational deviation of 1.07 mm and a 
rotational error of 0.86°. However, the transition from simulation 
to clinical reality requires more stringent validation and testing in 
cadaveric models is a critical step before clinical implementation.

In this study, we present the results of a new phase in which the 
same navigation system was applied with the aim of assessing 
whether the accuracy observed in synthetic models is maintained 
in a more realistic setting, incorporating biological tissues and 
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anatomical variability-ultimately aiming to enhance surgical 
precision and workflow.

Materials and Methods
Ten cadaveric hemipelves were used, each undergoing 
preoperative planning based on computed tomography (CT) 
imaging. Segmented 3D models of the pelvis and the patient-
specific implant were generated using the 3D Slicer software. Each 
hemipelvis was labelled with Roman numerals (I to X) using metal 
clips to ensure accurate traceability. The implants were designed 
following the same protocol established in our previous study.

A custom acetabular prosthesis was created, maintaining the 
patient’s original centre of rotation. The implant included three 
screw fixation points targeting the ilium, ischium, and pubis. To 
enable augmented reality (AR)-based navigation, a dedicated 
socket was integrated into the prosthesis for the placement of an 
AR marker.

Surgical planning was performed based on the intended osteotomy 
planes, which served as references for implant design. All 
components were 3D printed: the healthy bone segments were 
fabricated from acrylonitrile styrene acrylate (ASA), a durable 

thermoplastic used to replicate cortical bone; the AR markers were 
printed in black and white polylactic acid (PLA); and the implant 
itself was printed in a rigid, radiopaque 10k resin. The choice 
of materials was strategically made to optimise segmentation in 
postoperative CT scans, thereby enabling accurate quantitative 
analysis of implant positioning.

A dedicated augmented reality navigation application was 
developed for the HoloLens 2 headset (Microsoft Corporation, WA, 
USA) to guide the surgeon throughout the prosthesis placement 
procedure. The user interface allowed toggling the visibility of 
the virtual prosthesis in relation to the AR marker placed in the 
supraacetabular region and adjusting the object’s transparency. 
The planned prosthesis was displayed as a semi-transparent white 
hologram to facilitate visual alignment. 

A second marker, attached directly to the physical prosthesis, 
enabled real-time tracking of its position. During manipulation, 
the system provided continuous visual feedback on positioning 
accuracy using a colour-coded system: red indicated a deviation 
greater than ±7.5 mm, orange represented an error up to ±7.5 mm, 
and green signified alignment within ±2.5 mm of the planned 
position (Figure 1).

Figure 1: Prosthesis positioning system utilising a colour-coded feedback mechanism. As the implant approaches the planned alignment, 
the colour of the marker transitions from red to yellow and finally to green, indicating that an acceptable position has been achieved. (A) 
Red signifies a positioning error greater than 7.5 mm and is classified as incorrect. (B) Yellow indicates alignment within the osteotomies 
but with a deviation of up to 7.5 mm from the planned target—acceptable but suboptimal. (C) Green corresponds to optimal alignment 
with an error of less than 2.5 mm. Images were captured through the AR head-mounted display (HMD).
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Following the design and fabrication phase, the experimental 
procedures were carried out by two orthopaedic surgeons, 
supported by two senior oncologic orthopaedic surgeons and a 
team of bioengineers. An ilioinguinal approach was performed 
to fully expose the periacetabular region. The AR marker was 
then manually placed in the supraacetabular area to enable 
holographic projection through the HoloLens 2 headset. The 
acetabular osteotomy was subsequently performed using patient-
specific cutting guides. Once resection was complete, a second AR 

marker was attached to the physical prosthesis, allowing it to be 
visualised in augmented reality, superimposed over the planned 
target position.

This visualisation was enhanced by the colour-coded feedback 
system previously described, which provided real-time information 
on positioning accuracy (red–orange–green). The implants were 
then fixed in place using screws, followed by a postoperative 
computed tomography scan for each hemipelvis (I–X) to enable 
segmentation and analysis (Figures 2 & 3). 

Figure 2: (A) Materials used in the study: Cadaveric hemipelvis bio model fabricated from acrylonitrile styrene acrylate (ASA); patient-
specific cutting guides (PSIs) and custom-made prosthesis, both 3D printed in rigid radiopaque 10k resin, along with a removable AR 
marker socket designed for intraoperative tracking and alignment of the prosthesis. (B) Intraoperative image. (C) Custom-designed 
software interface integrated into the system, allowing the user to toggle visual elements (bone, target prosthesis, and actual prosthesis) 
and adjust transparency settings for improved visualisation. Images captured via the AR head-mounted display (HMD).

Figure 3: Manual positioning of the supraacetabular guide (Left); implant guidance (Centre) and final fixation (Right). AR markers were 
3D printed using black and white polylactic acid (PLA) filament.
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The evaluation considered both the final position and spatial 
orientation of the prosthesis. Post-experimental segmentation 
included bone, implant, screws, and AR markers. A comparative 
analysis was then performed between the planned configuration 
and the postoperative outcome, as well as against results from the 
equivalent experiment conducted on ten artificial bio models.

The analysis process involved registering the 3D models using 
the ‘Model Registration’ module in 3D Slicer, based on the 
Iterative Closest Point (ICP) algorithm. This procedure generated 
a transformation matrix between the planned and postoperative 
hemipelvis models, which was also applied to the postoperative 
implant model to unify all elements within a common coordinate 
system.

For implant analysis, the centre of mass was defined as the centre 
of the hemisphere forming the acetabular portion of the implant. 
This centre was calculated programmatically from a point cloud 
derived from the implant geometry. Similarly, implant orientation 
was defined relative to the normal vector of the hemispherical 
plane (Z-axis). Using the ‘Model Registration’ module in 3D 
Slicer, both the planned and postoperative hemipelvis models 
were aligned via the Iterative Closest Point (ICP) algorithm. The 
resulting transformation matrix was applied to the implant models 
to place all elements within a shared coordinate system.

Based on these definitions, three primary metrics were calculated:

1.	 Translational error (mm): defined as the Euclidean 
distance between the centres of mass of the planned and the actual 
implanted prosthesis.

2.	 Angular error (°): defined as the angle between the 
normal vector of the planned acetabular plane and that of the 
postoperative implant plane.

3.	 Global point-to-point surface deviation: obtained 
through a comparison between the 3D surfaces of the planned 
and the implanted prostheses. This model integrates both linear 
and angular deviations, providing a comprehensive estimate of 
overall positioning error. The method involves comparing the 
postoperative and planned implant models by calculating, for each 
point on the postoperative surface, the distance to its closest point 
on the planned surface. This process is repeated across the entire 

surface to generate a deviation map representing the minimum 
achievable discrepancy between both geometries. The results were 
visualised as three-dimensional heat maps.

Lastly, since the registration protocol and placement of the 
supraacetabular AR marker remained consistent with previous 
studies, the same AR marker-associated error values were applied 
in this cadaveric phase. These values were obtained by fusing 
preoperative and postoperative CT scans, using the centre of the 
supraacetabular marker as the origin of the reference coordinate 
system. The x- and y-axes lay within the plane of the marker, while 
the z-axis was defined as the outward-facing normal vector.

In our preliminary study, the mean global translational error (Tx, 
Ty, Tz) was 1.07 mm (95% CI: 0.82–1.32 mm; SD: 0.68 mm), 
and the mean global rotational error (Rx, Ry, Rz) was 0.86° (95% 
CI: 0.55°–1.17°; SD: 0.84°). Both metrics remained within sub-
millimetre and sub-degree thresholds. These values were deemed 
applicable to the present study, as no modifications were made to 
the registration process or the marker design.

Results

Translational and rotational errors in prosthesis placement were 
calculated for the ten cadaveric procedures performed (Table 1). 
The mean translational error was 3.79 mm (SD ±2.09 mm), while 
the mean rotational error was 3.73° (SD ±2.59°). The maximum 
recorded deviations reached 8.61 mm in translation and 8.33° in 
rotation. Nevertheless, in most cases, the errors remained within 
clinically acceptable thresholds (<5 mm and <5°).

Comparison with the Previous Experimental Study on 
Biomodels (Phantoms)

To assess the impact of the experimental environment on procedural 
accuracy, results obtained in cadaveric specimens were compared 
with those previously recorded in 3D-printed bio models, using 
the same augmented reality (AR)–based planning and navigation 
protocol. The analysis revealed statistically significant differences 
in both translational and angular errors. In the phantom models, the 
mean translational error was 1.75 mm, compared to 3.79 mm in the 
cadaveric group (p = 0.029; 95% CI: 0.25–3.82 mm). Similarly, 
the mean angular error was 1.70° in biomodels versus 3.73° in 
cadavers (p = 0.045; 95% CI: 0.05–4.01°) (Table 1).
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Case Phantom Angular Error 
(°)

Cadaver Angular Error 
(°)

Phantom Distance Error 
(mm)

Cadaver Distance Error 
(mm)

I 1,27 6,36 1,17 4.58

II 3,6 1,36 1,2 1.42

III 0,41 4,16 1,81 4.4

IV 1,45 2,54 2,53 4.33

V 1,39 1,29 0,86 3.27

VI 2,46 8,33 1,43 4.45

VII 0,24 2,68 2,17 3.3

VIII 2,2 6,95 1,04 8.61

IX 2,28 1,53 3,45 1.94

X 1,68 2,07 1,88 1.62

Mean 1,698 3,73 1,75 3,79

Deviation ±0,995 ±2,589 ±0,798 ±2,087

p - value   0,045   0,029

Table 1: Angular (°) and translational (mm) errors in the phantom and cadaver groups, along with the comparative analysis.

These results suggest greater accuracy in the artificial setting, 
likely due to the structural stability of synthetic materials, absence 
of soft tissues, and predictable bone geometry in phantoms. In 
contrast, cadaveric specimens present real anatomical complexity, 
surface irregularities, and intraoperative handling challenges 
that contribute to the observed deviations. This comparison 
underscores the importance of validating navigation systems in 
clinically representative conditions before progressing to patient 
applications.

Global Distance Model Analysis

The global distance model revealed a homogeneous distribution 
across most contact surfaces between the implant and host bone, 
with the largest deviations observed in the pubic fixation region. 
These localised discrepancies did not affect critical areas essential 
for implant stability. A uniform visual threshold of 7.5 mm was 
established across all 3D heat map comparisons (Figure 4).

Figure 4: To facilitate interpretation and comparison across cases, a uniform colour scale was established with a fixed range from 0 
mm (no error) to 7.5 mm (maximum represented deviation). This visualisation allows for rapid identification of areas with the greatest 
deviation and assessment of whether these affect regions critical to the implant’s stability or functionality.
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Timing

The mean implant placement time was 121.5 seconds (95% CI: 
59.8–183.2 s), as shown in Table 2. This compares to a previously 
recorded mean of 82.8 seconds in phantom models, reflecting the 
influence of real anatomical conditions, although the difference 
was not statistically significant (p = 0.26).

Case
Cadaver 

positioning time 
(seconds)

Biomodels positioning time 
(seconds)

I 53 150
II 66 100
III 231 175
IV 278 53
V 12 23
VI 190 25
VII 124 5
VIII 125 120
IX 78 125
X 58 52

Mean 121,5 82,8
Deviation 86,2 59.01
p-value   0,26

Table 2: Implant guidance time to reach the desired position, 
assisted by augmented reality (AR).

Discussion
This study represents a significant step in the validation of 
augmented reality (AR)-based surgical navigation systems, as it 
is one of the first cadaveric investigations focused exclusively on 
prosthesis placement using AR. It provides a unique experimental 
validation by applying, for the first time, an AR system specifically 
for implant positioning in cadaveric specimens, incorporating real-
time intraoperative visual feedback.

A key contribution of this work is the integration of a colour-coded 
feedback system that guides the surgeon during implant placement, 
enabling real-time adjustments before final fixation. Unlike earlier 
phases of our research conducted on synthetic models, the use 
of cadaveric specimens in this study allowed for evaluation of 
the system’s accuracy under anatomically realistic conditions, 
including the presence of soft tissues and natural variability in 
bone geometry.

The results confirm that AR-based navigation maintains a high 
level of accuracy even within the complex and less predictable 
anatomical context of human cadaveric specimens. The mean 

translational error was 3.79 mm, and the mean angular error was 
3.73°, both within the thresholds generally considered acceptable 
for pelvic implants in orthopaedic oncology. Although these 
errors were higher than those observed in phantom models, the 
increase is attributable to cadaver-specific factors such as the 
presence of soft tissues, bone surface irregularities, and reduced 
intraoperative visibility [24]. Statistical analysis showed these 
differences to be significant (p = 0.029 for translation; p = 0.045 
for rotation), underscoring the importance of validating navigation 
systems under realistic anatomical conditions prior to clinical 
implementation.

Despite advances in guided surgery, studies validating the use of 
AR in cadaveric environments remain scarce. The meta-analysis 
by Takács et al. (2023) [25] confirmed that AR systems can 
achieve clinically acceptable accuracy under in vitro conditions, 
although still slightly inferior to static surgical guides or robotic 
systems. In a context more closely aligned with our study, Tabernée 
Heijtmeijer et al. (2024) [26] applied AR-based navigation in 
human cadavers for the placement of zygomatic implants, reporting 
errors comparable to those observed in our work (2.43 mm at the 
entry point and 5.80° in angular deviation), thereby reinforcing the 
robustness of our findings in anatomically realistic scenarios.

The safe margins for acetabular orientation described in the 
literature are generally defined as deviations of less than 5 mm in 
translation and 5° in rotation, particularly when aiming to preserve 
the original centre of rotation in Enneking and Dunham type II 
resections [16,17]. Our results, even in cadaveric specimens, 
largely remained within these thresholds, further supporting the 
clinical potential of the proposed AR navigation system.

Compared to studies in AR-assisted dental and otologic surgery, 
our results demonstrate comparable levels of accuracy. For 
instance, Mai et al. [11] and Jiang et al. [12] reported angular 
errors ranging from 2° to 5° in dental implant placement using AR 
systems. In the field of otology, Lui et al. [27] achieved a notable 
improvement in precision using projected AR, reducing centre-
to-centre distance errors from 9mm to 1.9mm. In our case, both 
angular and linear errors remained within or below these reported 
ranges, with the added advantage that our system provides real-
time visual feedback to the surgeon during the procedure an 
innovation not previously described.

It is also important to consider the additional error introduced by 
the registration accuracy of the AR marker system. In our setup, this 
contributed an added translational error of 1.07mm and a rotational 
error of 0.86°, values that are comparable to those reported by Lui 
et al. [27] using an optical projection system. This level of system 
stability is essential for ensuring reliability and repeatability, and 
it provides a solid foundation for future integration into clinical 
operating environments.
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The mean implant placement time in cadaveric specimens was 
121.5 seconds, compared to 82.8 seconds in phantom models. 
This difference reflects the greater anatomical complexity of 
the cadaveric environment, although the durations remained 
within clinically acceptable limits. As noted by Sun et al. [28], 
AR systems can significantly reduce surgical time by eliminating 
exclusive reliance on anatomical landmarks and reducing the need 
for continuous visual checks on external monitors.

Moreover, the integration of AR devices involves a relatively 
low technological cost compared to optical navigation systems 
or surgical simulators [29,30], which could facilitate broader 
clinical adoption. In addition to its application in oncological 
pelvic reconstructions, this system could be adapted for other 
high-precision surgical scenarios, such as revision arthroplasties 
or implant placement in anatomically challenging regions.

Finally, it is worth emphasising that cadaveric validation represents 
a critical step before transitioning to patient-based studies. While 
dynamic surgical factors such as bleeding or tissue traction 
cannot be fully replicated, cadaveric models preserve true three-
dimensional anatomy and the challenges associated with complex 
structural handling, thereby providing a validated and reliable 
environment for testing these technologies.

Conclusions
This study demonstrates that augmented reality–based surgical 
navigation enables accurate placement of patient-specific implants 
in cadaveric models, with errors falling within clinically acceptable 
thresholds and comparable or even superior to those achieved 
with other navigation methods, partly due to the immediate visual 
feedback provided by the colour-coded system. These findings 
support the clinical applicability of the technology and justify its 
progression to patient-based studies.

Limitations
Study limitations include the absence of dynamic surgical 
conditions such as bleeding, soft tissue retraction, or visibility 
constraints, which can only be assessed in a clinical setting 
involving live patients. Additionally, the limited sample size of ten 
cases may affect the generalisability of the findings, although it 
provides a robust foundation for future studies.
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